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Abstract—Public discourse around trust, safety, and bias in
AI systems intensifies, and as AI systems increasingly impact
consumers’ daily lives, there is a growing need for empirical
research to measure psychological constructs underlying the
human-AI relationship. By reviewing literature, we identified
a gap in the availability of validated instruments. Instead,
researchers seem to adapt, reuse, or develop measures in an
ad hoc manner without much systematic validation. Through
piloting different instruments, we identified limitations with
this approach but also with existing validated instruments. To
enable more robust and impactful research on user perceptions
of AI systems, we advocate for a community-driven initiative
to discuss, exchange, and develop validated, meaningful scales
and metrics for human-centered AI research.

1. Introduction
Recent advancements in AI and its widespread deployment
have intensified discussions about risks and harms that AI
poses to both individuals and society [1]–[5]. If we hope
to build ethical and inclusive AI systems that align with
diverse user needs and expectations, we must ensure these
discussions remain inclusive and consumer-centered rather
than purely technocratic; understanding user perceptions
is one critical piece of that process. As a result, human
factors research has begun exploring user perceptions of
different facets of AI systems in recent years, including,
but not limited to, fairness [6]–[19], trust [17], [20]–[25],
bias [26]–[33], harms and risks [34]–[36], and also privacy
and security [37], [38]. Thus, the research community is
in need of measurement instruments that reliably measure
human perceptions.

For empirical studies aiming at generalizable results, it
is best practice to use psychometric scales [39]–[41]. In
preparation for such an empirical study, we searched the lit-
erature for psychometric scales to gauge AI-user perceptions
of fairness, risk, trust, and AI literacy. However, we found a
scarcity of available psychometric scales. Like many other
researchers, we dealt with this situation through a combina-
tion of adapting scales from non AI-contexts and creating
new scale-like questions in a somewhat ad hoc manner. In
piloting previously validated scales and our new questions,
we identified several issues, which likely apply to a wide
range of human-centered research on AI today. To address

this challenge, we advocate for community-driven initiatives
and propose discussion points to advance the development
of reliable and validated measurement instruments.

2. Background

Psychometrics Psychometrics involves creating, validat-
ing, and ensuring the reliability and validity of measure-
ment instruments for psychological concepts, called con-
structs [39], [42]. Constructs are abstract concepts or theo-
retical ideas that cannot be directly observed but are mea-
sured through observable indicators. Oftentimes, constructs
comprise sub-constructs, i.e., distinct dimensions that collec-
tively represent a broader construct being measured. Sub-
constructs are often identified through theoretical frame-
works or data-driven approaches like exploratory factor
analysis (EFA) [43], which groups related items into factors.
Scale validity is demonstrated through content, criterion,
and construct methods, while reliability ensures consistency
and stability [39]. Validated instruments empower cross-
disciplinary researchers to measure, interpret, and compare
perceptions in human factors studies. They also enable the
verification of correlations between human perceptions of
AI systems and technical metrics.

Scales on AI Perceptions To search for psychometric
scales to gauge AI chatbot user perceptions of fairness, trust,
risk, and AI literacy, we conducted a literature review and
screened available systematic literature reviews (SLRs) on
fairness, trust, and AI literacy [44]–[48]. The reviews unveil
several issues with the current availability of measures.

Among these topics, we found that most validated scales
exist for AI literacy (N=11), as summarized in a recent
SLR [48]. However, some were developed to capture AI
literacy in specific contexts, such as in the workplace or in
education. In addition, some of the scales include up to 38
items, posing challenges for practical application in human-
centered studies. The 12-item Artificial Intelligence Literacy
Scale (AILS) [49] is by far the most cited of these validated
scales and is not subject to a specific context.

For trust in AI, available SLRs report a lack of consensus
on the definition of “trust,” which unsurprisingly maps to
inconsistent operationalization [46], [47]. For this topic,
researchers commonly rely on self-developed or adapted
instruments. The validated 12-item Human-Computer Trust



Scale (HCTS) [50], specifically developed for “intelligent
systems,” represents the most rigorous approach to date.

SLRs on perceived fairness highlight issues with the lack
of unified definitions and conceptual clarity [44], [45]. Ex-
isting measures lack validation and alignment with fairness
concepts specific to human-AI interaction. To understand
prior efforts, we reviewed 43 studies identified by Starke et
al. [45]. Of these, 19 used single-item measures, a practice
that does not account for psychological sub-constructs of
fairness. Only 15 studies reused or adapted instruments from
previous literature, with 12 drawing upon organizational
fairness literature [51], i.e., literature outside the AI scope.
Only one study provided a partial validation [52].

3. Prototyping and Piloting Scales
In preparation for an empirical study on AI chatbots, we
piloted measurement instruments with a sample of 122
Prolific participants from the U.S., balanced between male
and female gender. We adopted the AILS [49] for AI literacy
and the HCTS [50] for trust. In the absence of validated
scales, we created fairness and risk measures by adapting
organizational fairness scales [51] and building on a taxon-
omy of AI risks and user studies [5], [53] (cf. Appendix A).

Pre-Validation Steps For each measurement instrument,
we conducted an EFA following guidelines and best prac-
tices for ordinal data [43], [54]. Our analysis evaluated a
single-factor solution, replicated the original dimensions,
and explored alternative structures using parallel analysis
with promax rotation to account for potential factor corre-
lations. Descriptive statistics identified items with low vari-
ance or extreme skewness. Items with inter-item correlations
|r| ≥ 0.8 or |r| < 0.3 and item-total correlations |r| ≤ 0.5,
as well as with factor loadings < 0.4 or cross-loadings were
flagged for redundancy or misalignment. Internal consis-
tency was assessed using Cronbach’s alpha (α).

Results For AILS, we found low correlations for 47 out
of 66 pairs of items, overall low item-total correlations,
and low factor loadings and cross loadings. The constructs
yielded poor reliability. In conclusion, we could not replicate
the original factor structure despite its previous validation,
leading us to discard the scale.

For HCTS, three pairs of items showed low pairwise
correlations, but the factor solutions had adequate loadings,
communalities, and α-reliabilities. However, we could not
replicate the original four-factor structure, but only found
support for a three-factor solution.

For the adapted fairness scale, two pairs of items showed
low correlations, but the single-factor solution had adequate
loadings, communalities, and α-reliabilities. However, mul-
tidimensionality was lost. Specifically, the scale no longer
reflected the original sub-constructs from organizational
fairness research, indicating that sub-constructs cannot be
meaningfully interpreted. We believe this limitation may
extend to other studies that have adapted the same scale.

For our self-generated risk scale, we identified mean-
ingful single- and three-factor solutions with good factor
loadings, communalities, and α-reliabilities. Four pairs of

items had low correlations. Nonetheless, it may serve as a
foundation for future instrument development.

4. Call for a Community-Driven Initiative
Our findings highlight several issues with the availability
of reliable measurement instruments for human-centerd AI
research. In particular, widely-used scales may show poor
reliability and fail to replicate their original factor structure,
indicating a need for stronger foundational development
and validation. The lack of consensus on the definition of
constructs [44]–[48] makes it difficult to assess and compare
findings across studies. Our findings also highlight issues
with the common practice of adapting scales from outside
the AI domain to the AI domain, which may be leading
to a loss of multidimensionality and therefore to a loss of
meaning and interpretability.

Developing rigorous scales is resource-intensive [39].
We advocate for a collaborative, community-driven initiative
to raise awareness and mobilize efforts to enhance trans-
parency and reproducibility in scale development, fostering
cross-study comparisons and integration.

Identification of Key Factors and Contexts While de-
veloping new measurement tools for emerging contexts is
sometimes necessary, certain fundamental factors consis-
tently require robust measurement, providing the chance
to reduce duplication of effort. Constructs such as trust,
fairness, and risk are areas of significant interest. Similarly,
frequently studied contexts and application areas, such as
conversational assistants, autonomous decision-making, and
generative AI have overlapping but also distinct research
needs. We believe that community discussions can play a
pivotal role in identifying and prioritizing the most important
factors for which systematic measurement is needed.
• What are the key factors, aspects, and dimensions requir-

ing standardized measurement scales?
• To what extent should scales account for the contextual

variations of different AI applications?

Improving Rigor Improving the rigor of measurement
tools involves not only developing robust instruments but
also documenting failed validation attempts and the lessons
learned from these efforts. For instance, the OECD.AI policy
repository [55] demonstrates how centralized resources can
facilitate access to tools and metrics for building trustworthy
AI systems, but does not provide for documentation of
failed attempts. Meanwhile, similar centralized resources for
research remain notably absent.
• What features would make a repository for validation

efforts most useful to the research community?
• How can we combine the efforts of a diverse research

community from different research traditions, incentiviz-
ing interdisciplinary approaches?

• What incentives could encourage researchers to contribute
to and maintain such a resource?

We believe raising awareness and mobilizing commu-
nity efforts will lead to more standardized, validated, and
contextually-relevant instruments for assessing user percep-
tions of AI systems with greater rigor and reliability.
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Appendix A.
Scales

TABLE 1. DEVELOPED INSTRUMENT ON PERCEIVED RISK IN AI CHATBOTS INFORMED BY WEIDINGER ET AL. [5] AND GOYAL ET AL. [53].

Item Number Item

risks scale 1 Outputs that reproduce, contain, or reinforce harmful stereotypes of specific groups of people?
risks scale 2 Outputs that include threats or language inciting violence?
risks scale 3 Outputs that are less helpful in certain languages or dialects?
risks scale 4 Outputs that disseminate or reproduce false or misleading information?
risks scale 5 Outputs that cause real-world harm by sharing incorrect information about important topics, such as medicine or the law?
risks scale 6 Outputs that promote harmful stereotypes by implying gender or ethnic identity?
risks scale 7 Outputs that include profanities, identity attacks, insults, or offensive language?
risks scale 8 Outputs that reproduce or reinforce norms and values that exclude specific groups of people, such as exclusionary language?
risks scale 9 Outputs that are less helpful for different social groups?
risks scale 10 Outputs that are negative, discriminatory, or hateful against a group of people based on criteria including (but not limited to) race

or ethnicity, religion, nationality or citizenship, disability, age, or sexual orientation?
risks scale 11 Outputs that contain swear words, curse words, or other obscene or profane language?
risks scale 12 Outputs that are inflammatory, stereotyping, insulting, or negative towards a person or a group of people?
risks scale 13 Outputs that contain threatening language, such as encouraging violence or harm, including self-harm?

TABLE 2. DEVELOPED INSTRUMENT ON PERCEIVED FAIRNESS IN AI CHATBOTS INFORMED BY COLQUITT AND RODELL [51].

Item Number Item

fairness scale 1 Outcomes generated by AI chatbots are neutral and unbiased.
fairness scale 2 Outcomes generated by AI chatbots are based on accurate information.
fairness scale 3 Outcomes generated by AI chatbots take into account concerns of a wide range of different people.
fairness scale 4 Outcomes generated by AI chatbots uphold ethical and moral standards.
fairness scale 5 Outcomes generated by AI chatbots are just.
fairness scale 6 Outcomes generated by AI chatbots are fair.
fairness scale 7 Outcomes generated by AI chatbots are polite and respectful.
fairness scale 8 Outcomes generated by AI chatbots refrain from improper remarks or comments.
fairness scale 9 Explanations provided about outcomes generated by AI chatbots are honest.
fairness scale 10 Explanations provided about outcomes generated by AI chatbots are thorough.

TABLE 3. HUMAN-COMPUTER TRUST SCALE (HCTS) [50] ADAPTED TO AI CHATBOTS.

Item Number Item

hcts scale 1 I believe that there could be negative consequences when using AI chatbots.
hcts scale 2 I feel I must be cautious when using AI chatbots.
hcts scale 3 It is risky to interact with AI chatbots.
hcts scale 4 I believe that AI chatbots will act in my best interest.
hcts scale 5 I believe that AI chatbots will do its best to help me if I need help.
hcts scale 6 I believe that AI chatbots are interested in understanding my needs and preferences.
hcts scale 7 I think that AI chatbots are competent and effective in helping me with what I use them for.
hcts scale 8 I believe that AI chatbots have all the functionalities I would expect from them.
hcts scale 9 If I use AI chatbots, I think I would be able to depend on them completely.
hcts scale 10 I can always rely on AI chatbots for the things I use them for.
hcts scale 11 I can trust the information presented to me by AI chatbots.



TABLE 4. FACTOR LOADINGS OF THE ADAPTED HUMAN-COMPUTER TRUST SCALE (HCTS) [50] WHEN TRYING TO REPLICATE THE ORIGINAL
FACTOR STRUCTURE, WITH LOADINGS > |.40| INDICATED AS BOLD.

Item Number Sub-construct Factor 1 Factor 2 Factor 3 Factor 4 Communality

hcts scale 1 Risk 0.22 0.66 -0.03 -0.05 0.49
hcts scale 2 Risk 0.21 0.67 -0.04 -0.02 0.50
hcts scale 3 Risk -0.25 0.86 0.08 0.09 0.82
hcts scale 4 Benevolence 0.11 0.16 0.58 -0.01 0.37
hcts scale 5 Benevolence -0.08 0.06 0.89 -0.03 0.81
hcts scale 6 Benevolence 0.29 -0.16 0.59 0.07 0.46
hcts scale 7 Competence 0.01 0.05 0.00 0.97 0.95
hcts scale 8 Competence 0.63 -0.10 0.15 -0.05 0.43
hcts scale 9 Reciprocity 0.75 0.11 -0.06 -0.09 0.58
hcts scale 10 Reciprocity 0.66 -0.03 -0.04 0.22 0.49
hcts scale 11 Reciprocity 0.55 0.14 0.11 0.04 0.34

TABLE 5. ARTIFICIAL INTELLIGENCE LITERACY SCALE (AILS) [49].

Item Number Item

ails scale 1 I can distinguish between smart devices and non-smart devices.
ails scale 2 I do not know how AI technology can help me. R
ails scale 3 I can identify the AI technology employed in the applications and products I use.
ails scale 4 I can skillfully use AI applications or products to help me with my daily work.
ails scale 5 It is usually hard for me to learn to use a new AI application or product. R
ails scale 6 I can use AI applications or products to improve my work efficiency.
ails scale 7 I can evaluate the capabilities and limitations of an AI application or product after using it for a while.
ails scale 8 I can choose a proper solution from various solutions provided by a smart agent.
ails scale 9 I can choose the most appropriate AI application or product from a variety for a particular task.
ails scale 10 I always comply with ethical principles when using AI applications or products.
ails scale 11 I am never alert to privacy and information security issues when using AI applications or products. R
ails scale 12 I am always alert to the abuse of AI technology.

TABLE 6. FACTOR LOADINGS OF THE ARTIFICIAL INTELLIGENCE LITERACY SCALE (AILS) [49] WHEN TRYING TO REPLICATE THE ORIGINAL
FACTOR STRUCTURE, WITH LOADINGS > |.40| INDICATED AS BOLD.

Item Number Sub-construct Factor 1 Factor 2 Factor 3 Factor 4 Communality

ails scale 1 Awareness -0.13 0.23 0.81 -0.10 0.73
ails scale 2 Awareness 0.76 -0.15 0.17 -0.02 0.63
ails scale 3 Awareness -0.09 0.34 0.10 0.16 0.16
ails scale 4 Usage 0.68 0.37 -0.17 -0.12 0.64
ails scale 5 Usage 0.31 -0.04 0.20 0.33 0.25
ails scale 6 Usage 0.71 0.15 -0.27 0.02 0.59
ails scale 7 Evaluation 0.16 0.44 0.24 0.13 0.30
ails scale 8 Evaluation 0.06 0.64 -0.11 0.13 0.45
ails scale 9 Evaluation 0.08 0.74 0.31 -0.27 0.72
ails scale 10 Ethics 0.03 0.10 0.02 0.24 0.07
ails scale 11 Ethics -0.02 -0.11 0.11 0.26 0.09
ails scale 12 Ethics -0.09 0.13 -0.25 0.70 0.57


